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Introduction 
Problem: Generally, in IRL with competitive multi-agent problems, problem is decoupled into sub-problems 
and each agent is trained in its own sub-problem. Even though they are decoupled into sub-problems, their 
reward functions are correlated. We are trying to find a way to improve the learning speed by learning from 
other agents’ reward functions. 

Solution: We intend to improve the algorithm using the opponent’s trajectories, instead of the generated       
policy. We show that this approach improves the accuracy of the algorithm by 30% and, wins 60% of the       
games against the agent that is trained with original approach. 
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Experimental Results 

Reinforcement Learning 
Reinforcement learning (RL) is an area of machine learning, which is used for solving sequential decision        
making problems. 

Inverse Reinforcement Learning 
Inverse Reinforcement Learning  (IRL) is the method that we are looking for when we want to generate a 
reward function, by using the observations of an expert. By using IRL we can generate the reward function by 
using that reward function we can train agents that mimic the things which the expert does. 

Nash-Q Learning 
In Nash-Q Learning, the agent attempts to learn its equilibrium Q-values, starting from an arbitrary guess. 
The Nash Q-learning agent maintains a model of other agents’ Q-values and uses that information to update 
its own Q values.  

 

 

 

 

 

 
 

 

 

 

Our goal is to find the best strategy for our agent, relative to how other agents play in the game. In order to 
do this, our agents have to learn about other agents’ strategies, and construct a best response. 

 

Coarse Coding 

In a task where the natural representation of the state set is a continuous 
two-dimensional space, if the state is in a circle, the corresponding feature 
has the value 1 and is said to be present; otherwise the feature is 0 and is 
said to be absent. Representing a state with features that overlap in this 
way is known as coarse coding. 

We start enumerating grids by their distance to the upper left most 
corner.  If the grids have same distance to the upper left most corner 
grid that is closer to the left wall will have smaller number.  

 

We created group of six grids and used those groups as Φ functions. 
We cover our grid world with thirty Φ functions and we have four  
actions in total we have one hundred twenty Φ functions. 

     Agent 1       Agent 2       Goal 

Experimental Setup Cumulative win graph Error of latest created policy graph 

IRL MODULE 

Normally, when using Inverse Reinforcement Learning with multi-agent systems, agents can be decoupled 
and trained seperately. We think for zero-sum stochastic games with homogenous agents instead of         
decoupling we can gain advantages using opponent’s trajectories. 

Flow Diagram of the Algorithm 

• We acquired a reward function with less error and obtain a more effective agent using this reward func-
tion. 

 
• Even though our approach gives better results difference is not high, that is because of state aggregation. 
 
• We compete two different agents which one of them is trained with original method and the other with 

ours. The agent where trained with our method win sixty percent of the games. 
 
• We expected the error rate to decrease more rapidly with our approach but it did not happen as we                

expected. 
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