
Reinforcement Learning (RL) 

 

 

 

 

 

 

 

 

 

Hierarchical Reinforcement Learning (HRL) 

 

As the environment grows too large, converging to a satisfactory policy for regular RL algorithms such 

as flat Q–learning becomes quickly infeasible. 

In HRL:  

• Environment is split into subregions.  

• A subpolicy (sequence of primitive actions) is learned for each subregion.  

• The sequence of primitive actions is called skill/option.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

An option consists of three components:  

 

Community Detection 

 

Community Detection algorithms try to maximize the modularity which is used as an objective func-

tion. 

Modularity: A metric that represents how strongly nodes are connected to each other in each com-

munity. 
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Flow Chart 

 

DynaMo: A dynamic community detection algorithm which updates communities locally. 
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• A policy π: S×A → [0,1]   • A termination condition β: S+ → [0,1]  • An initiation set I      S  

Partial graphs change in time                  A dynamic approach 

DynaMo  

Communities and Subgoals                                                                 

Initiation Sets  

Communities may not be found correctly, since resolution parameter which changes the 

size of the communities is not set adaptively according to the structure of the graph. 

Experimental Results  

 

               

 

 

 

                                                                          

 

 

 

 

 

 

 

 

 

 

 

 

 

 

       

 

Abstract 

    

In this project, we aim to reduce the time complexity of subgoal detection in Hierarchical                

Reinforcement Learning (HRL).  

 

 

      

 

 

               
 
 

                  Problem of Community Detection:    

                     - It can further partition a subregion (over-segmentation), 

                     - It can combine two or more subregions as one subregion (under-segmentation).         

 Problem: There are different approaches for detecting subgoals. Betweenness Centrality 

a graph based approach, is one of the well performed techniques. Since the time        

complexity for subgoal detection is O(n3) for each episode, it brings a computational    

burden. 

Solution: Dynamic Community Detection algorithm which runs 

in              .              can be used for subregion detection. Hence, subgoals 

are detected using these subregions. 

Solution:  

    - Since subgoals are detected to construct options, option merging can solve this  

over-segmentation.  

    - Under-segmentation is mostly solvable by adjusting the parameters. 

Future Work Conclusion   

 

• Autonomous skill acquisition is achieved. 

• Complexity of subgoal detection is improved. 

 

• Skill merge approach converges faster. 

• The number of decisions agent has to take is decreased. 

 

• Setting resolution parameter adaptively. 

• Finding more robust function to select probabilities of skills to be 

merged. 

 

Community Borders 

RL is a machine learning technique where an agent 

takes an action in an environment, moves to the next 

state and receives rewards or punishments regarding 

this new state.  

So, it can learn a satisfactory (hopefully optimal or  

possibly a near optimal) policy that leads the agent to 

the goal state in the environment.  Fig. 1: RL diagram 

Fig. 2: Skills in HRL Fig. 3: Subgoals on graph representation of Fig. 2 

Fig. 4: Subgoals on accurately detected communities 

Fig. 5: Initiation set of the shown subgoal 

Fig. 6: 20x20 environment 

Fig. 7: Poorly detected communities (over-segmentation) 

Fig. 8: Examples of community borders 

Time Complexity  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                                                                       

Average case: 

Worst Case: 

Best Case: 

DynaMo: 

Betweenness Centrality:  

Fig. 9: The overview of DynaMo algorithm. Taken from [3] 
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Fig. 13: Merged options Fig. 12: Communities of 20x20 environment 
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Fig. 10: Communities of 10x10 environment Fig. 11: Merged options 

Fig. 14: Cumulative reward graph Fig. 15: Number of decisions graph Fig. 16: Cumulative reward graph Fig. 17: Number of decisions graph 

We have done approximately 30 experiments on different types of environments and get similar results. The figures below are the representative ones. 


